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1 Introduction 
 

1.1 Overview, Purpose and Scope 

 

Purpose of this document is to define the DANSE simulation framework. Objectives of the simulation 
framework comprise the capability of simulating DANSE SoS executable specifications and support for 
simulation-based analyses within the project, such as statistical model checking, simulation-based 
satisfaction and property checking, optimization techniques, diagnosis and prognosis. The set of features of 
the simulation framework include support for dynamicity, asynchronous semantics, non-deterministic 
execution, pseudo-independent stochastic simulations, multi-time scale simulation, hosted simulation, co-
simulation, distributed simulation.  
This document is structured as follows: in Section 3 the state of the art of modeling and simulation for the 
relevant domain applications in DANSE is reviewed. In Section 4 different modeling abstraction techniques 
for simulation are discussed. In Section 5 the simulation framework architecture is introduced together with 
the tool flow and the multi-time scale structure of the simulation. In Section 6 the approaches to hosted 
simulation, co-simulation and distributed simulation are discussed. Section 7 introduces the support for 
dynamicity, while in Section 8 the API for simulation-based analyses is presented. 
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2 Requirements 
This section collects the DANSE requirements, from deliverable D3.1, that have an impact on the simulation 

framework. 

 

Req. ID Description 

RQ-05-011 Provide a methodology for verification of SoS 

RQ-05-027 The tool net shall support cross-system, cross-tool methodology 

for identifying emergent properties 

RQ-07-004 A SoS modeling and tooling framework shall be provided that 

allows a seamless, coherent chain (workflow) from concept, 

through requirements, through architecture including modeling and 

simulation to implementation 

RQ-07-001 Capabilities shall be provided to measure SoS effectiveness 

considering emergent behavior (negative, unexpected, positive) in 

early development phases e.g. conops modeling, architecture 

modeling, requirement definition 

RQ-07-007 Architecture methods and modeling tools shall be provided, which 

shall support different SoS-architecture relevant views, which shall 

enable to analyse, validate, simulate, and depict SoS behavior and 

emergent behavior in SoS environments 

RQ-08-015 SoS Simulation should provide methods to work effectively with 

very different time scales (e.g. µs to years). 

RQ-08-016 An interface to access the internal states of the SoS (of the 

constituent systems) shall be provided (e.g. usable for 

visualization) 

RQ-07-006a "SoS behavior in CONOPS: 

A method / tool shall allow to understand how interactions take 

place over time, identify vulnerabilities, identifying possible failure 

points. Modeling and Simulation (data farming) shall allow to 

understand dynamic behaviors, information sharing in SOS 

context" 

RQ-05-031 The tool net shall support SOS-level, cross-tool, model-based co-

simulation 

RQ-05-032 The tool net shall support  cross-system, cross-tool,  model-based 

co-simulation 

RQ-10-005 For Systems of Systems, several levels of simulation are needed, 

as an holistic detailed simulation is unpractical in most cases. The 

simulation framework should provide a capability to support model 

reduction, i.e., to replace a detailed behavioural model by a more 

simplified behavioural model, where the synthetic behavioural 

model can be justified by observations of simulation results of the 

detailed model. The framework should keep track of the 

dependencies between the high-level models and the low-level 

justifications, including the validity domain of the simplification. 

RQ-07-018 "The DANSE SoS Toolnet shall support co-simulation and 
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Req. ID Description 

distributed simulation. 

NB: A simulation model will not necessarily be hosted by only one 

tool!! A Simulator could be based on a ñmulti-tool modelò. Data 

used for simulation could be quite different: From simple process 

simulator to communication simulator. Problem: Models may not 

be mature/ deep/ exact enough to be simulated (e.g. 

performance). " 
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3 State of the Art 
In this section we review the state of the art for the simulation of Systems of Systems, focusing first on the 
following applications: 1) water treatment and supply; 2) air traffic management; 3) road traffic management; 
4) emergency response systems. Subsequently we will discuss some general modelling concepts that can 
be used as approximate abstractions for modelling and analysing different application domains. 

3.1 Water treatment and supply 

3.1.1 Modeling 

The state of the art modeling aspects of the water treatment and supply application domain discussed in this 
section are taken from the technical report by the U.S. Environmental Protection Agency (EPA, 2005). 

3.1.1.1 Basic principles 

 

Figure 1: Link-node representation of a water distribution system 

Figure 1 shows a simple link-node representation of a water distribution system: links represent pipes, 
whereas nodes represent junctions, sources, tanks and reservoirs. Valves and pumps are represented as 
either nodes or links. There are two types of analyses that may be conducted on water distribution systems: 
steady state and extended period simulation (EPS). In a steady-state analysis, all demands and operations 
are treated as constant over time and a single solution is generated. In the EPS mode, variations in demand, 
tank water levels, and other operational conditions are simulated by a series of steady-state analyses that 
are linked together. Each steady-state solution in the EPS mode involves a separate solution of the set of 
non-linear equations. EPS is used as the basis for water quality modeling. Though the EPS solution does 
introduce some approximations and ignores the transient phenomena resulting from sudden changes (e.g., a 
pump being turned on), these more refined assumptions are generally not considered significant for most 
distribution system studies. 
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Figure 2: Conservation of Mass 

Essentially, three basic relations are used to calculate fluid flow in a pipe network. These relationships are: 

¶ Conservation of Mass (Figure 2); 

¶ Conservation of Energy (Figure 3); 

¶ Pipe Friction Headloss (Figure 4). 

 

Figure 3: Conservation of Energy 

Hydraulic models represent the basic underlying equations (conservation of mass and conservation of 
energy) as a series of linear and non-linear equations. Because of the non-linearity, iterative solution 
methods are commonly used to numerically solve the set of equations. The most common numerical method 
utilized is the Newton-Raphson method. 
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Figure 4: Pipe Friction 

3.1.1.2 Model input characterization 

 

Figure 5: The land-use methodology for water demands definition 

The following categories of information are needed to construct a hydraulic model: Construction of the pipe 
network and its characteristics may be done manually or through use of existing spatial databases stored in 
GIS (ESRI, 2007),  (ESRI, 2010) or CAD packages. 

¶ Characteristics of the pipe network components (pipes, pumps, tanks, valves): 

o Pipes (length, diameter, roughness factor); 

o Pumps (pump curve); 

o Valves (settings); 

o Tanks (cross section, minimum and maximum water levels). 

¶ Water use (demands) assigned to nodes (temporal variations required in EPS): water demands are 
aggregated and assigned to nodes, according to water demand patterns: 

o Baseline demand: consumer demand under average day conditions. This information is 
often acquired from a water utilityôs exiting records, such as customer meter and billing 
records. The spatial assignment of these demands is extremely important and should 
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include the assignment of customer classes such as industrial, residential and commercial 
use. Actual metering data should be used when available. 

o Seasonal variation: Water use typically varies over the course of the year with higher 
demands occurring in warmer months. The baseline demand can be modified by multipliers 
in order to reflect other conditions such as maximum day demand, peak-hour demand and 
minimum day demand. 

o Fire demands: Water provided for fire services can be the most important consideration in 
developing design standards for water systems. Typically, a system is modeled 
corresponding to maximum-use conditions, with needed fire-flow added to a single node at a 
time. It is not uncommon for a requirement that multiple hydrants be flowing simultaneously, 

o Diurnal variation: All water systems are unsteady due to continuously varying demands. 
Diurnal varying demand curves should be developed for each major consumer class 
(industrial establishments, commercial establishments, and residences) or geographic zones 
within a service area. Large users such as manufacturing facilities may have unique usage 
patterns; 

o Future water use: for design and planning purposes, a water system must be examined 
under future conditions. In situations where a system is largely currently built out, future 
demands may be estimated by developing global or regional multipliers that are applied to 
current demands. However, in new or developing areas, existing water use does not provide 
a useful basis for estimating future demands. The most appropriate method in such cases is 
the land-use method. When applied to existing situations aerial photographs are most 
commonly used as the base map for identifying land-use categories. For development of 
future demands, land-use maps can be obtained from planners. The land-use methodology 
is depicted in Figure 5: land-use unit demands or water-use factors are typically developed 
in units of gallons per day (GPD) per acre from local historical consumption data or from 
available regional information. GIS technology is frequently used as a means of developing 
and manipulating land-use polygons and assigning the calculated demands to the model 
nodes. 

¶ Topographic information (elevations assigned to nodes): Hydraulic models use elevation data to 
convert heads to pressure. Elevations are assigned to each node in the network where pressure 
information is required. Various techniques are used to determine elevation: 

o Topographical maps: The relative accuracy depends upon the degree of topography in the 
area, the contour elevations on the map, and the manual takeoff methods used. 

o Digital elevation models (DEM): Elevation information can be interpolated and assigned to 
nodes based on the coordinates of the nodes. The accuracy depends upon the degree of 
detail in the DEM. 

o Global positioning system (GPS) or other field survey methods: The modern GPS units can 
calculate elevation by using four or more satellites. However, elevation is the most difficult 
calculation for a GPS unit, and depending upon the location surveyed, it may be prone to 
significant error. 

¶ Control information that describes how the system is operated (e.g., mode of pump operation): 
Control information defines a set of rules that tells the models how the water system operates and 
may depend on factors such as tank water levels, node pressures, system demand, time of day, etc. 
For manual systems, the rules must be determined by interviews with system operators. 

¶ Solution parameters (e.g., time steps, tolerances as required by the solution techniques): these 
parameters may be time-step lengths for EPS runs or tolerance factors that tell the model when a 
solution is considered to have converged. The specific solution parameters may vary between 
solution techniques. 

3.1.1.3 Modeling water quality 

Modeling the movement of a contaminant within the distribution systems as it moves through the system 
from various points of entry (e.g., wells or treatment plants) to water users is based on three principles: 

¶ Conservation of mass within differential lengths of pipe; 

¶ Complete and instantaneous mixing of the water entering pipe junctions; 



 

Simulation framework specification 

 

 

Version Status Date Page 

2.00 Draft 2013-04-30 12 of 55 

 

¶ Appropriate kinetic expressions for the growth or decay of the substance as it flows through pipes 
and storage facilities. 

This change in concentration can be expressed by the differential equation in Figure 6. 

 

Figure 6: Modeling the movement of contaminant within the distribution system 

According to Equation 2-5, the rate at which the mass of material changes within a small section of pipe 
equals the difference in mass flow into and out of the section plus the rate of reaction within the section. It is 
assumed that the velocities in the links are known beforehand from the solution to a hydraulic model of the 
network. In order to solve Equation 2-5, one needs to know the substance concentration at x=0 for all times 
(a boundary condition) and a value for the rate at which the substance reacts. 

 

Figure 7: Concentration of material leaving the junction 

Equation 2-6 in Figure 7 states that the concentration leaving a junction and entering a pipe equals the total 
mass of a substance flowing into the junction divided by the total flow into the junction.  

 

The water quality models require the following data elements to simulate the behavior in a distribution 
system: 

Water quality boundary conditions: A water quality model requires the quality of all external inflows to the 
network and the water quality throughout the network be specified at the start of the simulation. Data on 
external inflows can be obtained from existing source monitoring records when simulating existing operations 
or could be set to desired values to investigate operational changes. Initial water quality values can be 
estimated based on field data. Alternatively, best estimates can be made for initial conditions. Then the 
model is run for a sufficiently long period of time under a repeating pattern of source and demand inputs so 
that the initial conditions, especially in storage tanks, do not influence the water quality predictions in the 
distribution system. The water age and source tracing options only require input from the hydraulic model. 

Reaction rate data: For non-conservative substances, information is needed on how the constituents decay 
or grow over time. Modeling the fate of a residual disinfectant is one of the most common applications of 
network water quality models. The two most frequently used disinfectants in distribution systems are chlorine 
and chloramines (a reactant of chlorine and ammonia). Free chlorine is more reactive than chloramine and 
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its reaction kinetics have been studied more extensively. Studies have shown that there are two separate 
reaction mechanisms for chlorine decay, one involving reactions within the bulk fluid and other involving 
reactions with material on or released from the pipe wall. Bulk decay is typically represented as a first order 
exponential decay function with a single decay coefficient specified to represent the decay over time. In 
some circumstances, this function does not adequately represent the observed decay characteristics, and 
more complex formulations may be used to describe the decay. Wall reaction represents the disinfectant 
decay due to contact with oxidizeable substances at the pipe wall, such as corrosion products or biofilm. The 
most widely used approach for representing wall demand considers two interacting processes ï transport of 
the disinfectant from the bulk flow to the wall and interaction with the wall. There has been little study on the 
nature of the wall reaction in chloraminated systems. A limited amount of modeling of the growth of DBPs 
(most notably trihalomethanes, THM for short) has been performed assuming an exponential growth 
approaching a maximum value corresponding to the THM formation potential. Both the formation potential 
and the growth rate constant must be specified in this type of model.  

 

Figure 8: Volume and concentration changes in storage tanks 

Storage tanks are usually modeled as completely mixed, variable volume reactors in which the changes in 
volume and concentration over time are modeled by Equations 2-7 and 2-8 in Figure 8. 

3.1.1.4 Models calibration 

Water distribution system models can be used in a wide variety of applications to support design, planning, 
and analysis tasks. Since these tasks may result in engineering decisions involving significant investments, it 
is important that the model used be an acceptable representation of the ñreal worldò and that the modeler 
have confidence in the model predictions. In order to determine whether a model represents the real world, it 
is customary to measure various system values (e.g., pressure, flow, storage tank water levels, and chlorine 
residuals) during field studies and then compare the field results to model predictions. If the model 
adequately predicts the field measurements under a range of conditions for an extended period of time, the 
model is considered to be calibrated. If there are significant discrepancies between the measured and 
modeled data, further calibration is needed. There are no general standards for defining what is adequate or 
what a significant discrepancy is. However, it is recognized that the level of calibration required will depend 
on the use of the model. A greater degree of calibration is required for models that are used for detailed 
analysis, such as design and water quality predictions, than for models used for more general planning 
purposes (e.g., master planning). 

All models are approximations of the actual systems that are being represented. In a network model, both 
the mathematical equations used in the model and the specific model parameters are only numerical 
approximations. For example, the Hazen-Williams equation used to describe friction headless is an empirical 
relationship that was derived based on laboratory experiments. Furthermore, the roughness parameter (C-
factor) used in the Hazen-Williams equation that modelers assign to each pipe is not known with total 
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certainty because it is not feasible to examine and test every pipe in the system. The goal in calibration is to 
reduce uncertainty in model parameters to a level such that the accuracy of the model is commensurate with 
the type of decisions that will be made based on model predictions. 

The types of model calibration associated with water distribution system analysis can be categorized in 
several ways. The nomenclature depends upon the adjusted parameters and the technique employed. In 
general, calibration can be categorized (or referenced) as follows: 

¶ Hydraulic and water quality model calibration; 

¶ Static (steady state) or dynamic (extended period simulation) calibration; 

¶ Manual or automated calibration. 

Hydraulic calibration refers to the process of adjusting the parameters that control the hydraulic behavior of 
the model. Similarly, water quality calibration relates to the process of adjusting parameters used in the 
water quality portion of the model. Static or steady-state calibration relates to calibration of a model that does 
not vary over time, or using data that is collected representing a snapshot in time. Dynamic or EPS 
calibration uses time-varying data in the calibration process. Manual calibration relies upon the user to 
investigate the effects of a range of possible parameter values. Automated calibration employs optimization 
techniques to find the set of parameters that results in the ñbestò match between measured and modeled 
results.  

It should be noted that the specific application method and availability of some of these techniques will vary 
depending upon the software used for modeling and the available network model information. Therefore, 
only the general techniques employed in each of these types of calibration are discussed in the following 
sections. Then, some example case studies are presented to illustrate their use. The final section in this 
chapter discusses future trends in calibration and the possibility of general calibration standards.  

3.1.1.5 Cost models 

Cost models are usually broken down into two components: capital costs and reoccurring costs for 
operations and maintenance. The present summary is taken from (Webber & Norton, 2008). 

EPA uses a linear log-log model for the estimation of cost in its Drinking Water Infrastructure Needs Surveys. 
The linear log-log model establishes a linear relationship between the logarithm of the cost and the logarithm 
of the capacity. The characteristics of economies of scale require that larger systems provide lower per unit 
costs than smaller systems. 

The linear log-log model characterizes cost as a function of a linear component and a scaling component:  
CE = a*QT

b
, where CE is the total capital or recurring cost, óaô is a linear cost coefficient, QT is the capacity in 

units per time, and óbô is the scaling cost coefficient. For examples of these coefficients see (Webber & 
Norton, 2008) Table 2.1 on page 16. The linear log-log arises from the logarithm of both the total cost and 
the capacity: log(CE) =log(a) + b*log(QT). The cost estimation model for multiple technologies is not log-log 
linear, but can be built from linear log-log cost components, for example by direct summation of the cost 
functions for the single technologies. 

3.1.2 Simulation 

Many algorithms and methods exist for the numerical solution of fluid flows described by the Navier-Stokes 
equations. These algorithms can be classified as Eulerian or Lagrangian and as either time-driven or event-
driven. In an Eulerian method, the movement of the fluid is viewed from a stationary grid as the water moves 
through the system. On the contrary, in a Lagrangian method, the analysis is viewed from a framework that 
is moving with the flow. Time-driven methods assess the system at fixed time steps. Event-driven methods 
evaluate the system only when there is a discrete change in water quality such as a pulse of water with 
different concentrations entering or leaving a pipe. Various methodologies combine either Eulerian or 
Lagrangian solutions (or hybrid combinations of these two cases) with either time-driven or event-driven 
procedures.  

3.1.2.1 EPANET Software 

EPANET was initially developed in 1993 as a distribution system hydraulic-water quality model to support 
research efforts at the U.S. Environmental Protection Agency. The development of the EPANET software 
has also satisfied the need for a comprehensive public-sector model and has served as the hydraulic and 
water quality ñengineò for many commercial models.  
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EPANET can be used for both steady-state and EPS hydraulic simulations. In addition, it is designed to be a 
research tool for modeling the movement and fate of drinking water constituents within distribution systems. 
EPANET can be operated in the SI (metric) or British systems of measurement.  

The water quality routines in EPANET can be used to model concentrations of reactive and conservative 
substances, changes in age of water and travel time to a node, and the percentage of water reaching any 
node from any other node. Outputs from EPANET include:  

¶ Color-coded network maps; 

¶ Time series plots; 

¶ Tabular reports. 

In addition to the standard use of EPANET in a Windows environment using the graphical user interface, 
the functionality of EPANET can be accessed through the EPANET toolkit. The toolkit is a series of open 
source routines available in both Visual Basic and C programming language that can be used as is or 
modified and accessed from a userôs own computer program. This powerful capability has been widely 
used throughout the world to support both research and specific applications in the field of water 
distribution system analysis.  

 

Figure 9: Hydraulic and water quality network modelling software 

3.2 Air traffic management 

3.2.1 Modeling 

The following review is taken from (Sridhar & Menon, 2005). Air traffic flow prediction can be done by 
propagating the trajectories of the proposed flights forward in time and using them to count the number of 
aircraft in a region of the airspace. The Center TRACON Automation System (CTAS) and the Future 
Automation Concepts Evaluation Tool use this physics-based modelling approach for demand 
forecasting. The accuracy of these predictions is impacted by departure and weather uncertainties. 
These trajectory-based models predict the behavior of the National Airspace System (NAS)  adequately 
for short durations of up to 20 minutes. With the short prediction accuracy, it is difficult, if not impossible, 
to make sound strategic decisions on air traffic management. For instance, a strategic traffic flow 
management (TFM) decision may involve rerouting all aircraft originating from the west coast, heading to 
airports on the east coast, to deal with anticipated stormy weather conditions near Chicago over the next 
4 hours. 
Recently, two different approaches, 1) aggregate traffic model approach and 2) Eulerian model approach 
have been presented to generate linear dynamic system models (LDSM) to represent the behavior of the 
air traffic flow. The aggregate model uses flow relationship between adjacent Centers. The LDSM in is 
built by counting the number of aircraft entering a Center from an adjacent Center, number of aircraft 
leaving a Center for a neighboring Center and the numbers of aircraft landing and taking off within a 
Center. Input to this model consists of the number of departures. Results presented in, assuming that 
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departures follow a Poisson distribution, show that the resulting numbers of aircraft in the Centers also fit 
a Poisson distribution. The main limitation of the results in is that modeling departures from Poisson 
distributions (albeit a different one for each major hub airport) ignores the fact that departure counts vary 
significantly during the day as banks of aircraft arrive and depart major hub airports. 
The Eulerian approach models the airspace in terms of line elements approximating airways, together 
with merge and diverge nodes. Since this modeling technique spatially aggregates the air traffic, the 
order of the airspace model depends only on the number of line elements used to represent the airways, 
and not on the number of aircraft operating in the airspace. Eulerian models are in the form of linear, 
time-varying difference equations. The airspace is discretized into surface elements (SELs), within which 
the traffic flow is aggregated into eight different directions. This modeling provides adequate fidelity in en 
route airspace where the traffic flow is largely two dimensional. The traffic at all flight levels in Class A 
airspace (at or above 18,000 ft) is classified as belonging to any one of these eight directions, with 
inflows and outflows from airports and other external sources. Each surface element is connected to its 
eight neighbors, with the connection strengths being determined by the actual traffic flow patterns. 
The main strength of the LDSM described here is that all the tools available for analysis of linear dynamic 
systems can be applied to this model. The size of the linear models is independent of the number of 
aircraft in the system and depends on the number of control volumes used to represent the airspace. 

3.2.1.1 Aggregated flow model 

A linear dynamic model for the air traffic in the National Airspace System (NAS) is developed in this 
section. This model can be used for predicting traffic count, which is the number of aircraft in a given Air 
Route Traffic Control Center, in the 22 Centers in the United States and one international region. The 
resulting traffic count forecast, which is a measure of future demand, can then be balanced against the 
available capacity using traffic flow management. 

 

Figure 10: Aircraft flow components 

The number of arrivals (landings) and the number of aircraft leaving a Center in an interval of time, ȹT , 
are assumed to be proportional to the number of aircraft in the Center at the beginning of the interval. 
Following the notation in Figure 10 and using the principle of conservation of flow (analogous to the 
principle of mass balance in a control volume) in a Center, the number of aircraft in Center at the next 
instant of time, k +1, can be related to the number of aircraft in the Center at the current instant of time, k, 
via the difference in number of aircraft that came into the Center and the number of aircraft that that left 
the Center as in the following equation. 
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The b coefficients are obtained as transition probabilities. The departures within the i
th
 Center at step k are 

denoted by di(k). For the purpose of modeling, these departures can be split into two components- a 
deterministic one and a stochastic one. The deterministic portion of the departures ui(k) can be computed 
from filed flight plans and from historical departure data. For example, ui(k) can be set to the average 
departure count derived from historical data. The stochastic component of the departures, wi(k), can be 
modeled by assuming a suitable distribution such as, a Gaussian or a Poisson distribution. In such a model, 
wi(k), which can also be obtained from historical data, represents the expected variation around the 
deterministic component. The discrete system equation can be rewritten in the standard state space notation 
as follows. 
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where k denotes the discrete step related to time by k*DT, with DT being the sampling interval. It has been 
shown that a 10-minute sampling interval accurately approximates Center aircraft count. The vector x(k) is 
the state vector with the number of aircraft in the Centers at time k as its elements. The vector u(k) is the 
control vector with the number of aircraft departing (taking off) from the Centers as its elements. The vector 
w(k) is a vector for modeling departure uncertainties. The matrix A(k) is the state transition matrix that 
contains the information of how flights transition from one Center to the other Center. Numerical results 
provide error bounds for the number of aircraft in the Center and show that a linear dynamic system with a 
few transition matrices and Gaussian departure distribution is adequate to represent traffic behavior at the 
Center level. 

3.2.1.2 Eulerian traffic flow model 

The Eulerian modeling process begins with the definition of a grid of surface elements (SELs) covering the 
region of airspace being modeled. The surface element grid is defined by latitude-longitude tessellation on 
the surface of the earth in geocentric polar coordinates. Each surface element has equal angular dimensions 
in longitude and latitude as shown in Figure 11.  

 

Figure 11: Eulerian tasselation 

However, due to the spherical nature of the airspace being modeled, surface elements far north or south of 
the equator will have smaller physical dimensions than those near the equator. One-degree latitude-
longitude increments are generally employed in national-level traffic flow modeling. The eight different en 
route traffic flow directions within each surface element are indicated in Figure 12.  

 

Figure 12: En route traffic flow directions 

In addition to these, the surface elements above airports will include one output stream for landing aircraft. 
The aircraft taking off from airports under a surface element are included in one of the eight en route traffic 
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flow directions. Surface elements lying on the boundary of the airspace being modeled will have additional 
inputs representing traffic entering the system from un-modeled airspace (e.g., international flights). 

 

Figure 13: Eulerian model of an air traffic stream in a surface element 

Since the Eulerian model is discrete in space and time, a sample interval DT must also be specified. 
Although the spatial and temporal discretizations are based mainly on the level of detail desired in the model, 
due to the assumption that each surface element is connected only to eight of its neighbors, the sample time 
interval must be chosen so that no aircraft in a surface element travels beyond its immediate neighbors in a 
sample interval. Thus, the dimensions of the smallest surface element and the airspeed of the fastest aircraft 
in the airspace determine the acceptable sample interval. 

The air traffic flow pattern is modeled within each surface element using two sets of parameters. The first of 
these are the inertia parameters aii, one for each of the eight streams representing the fraction of the aircraft 
that remained from the previous sample time. By definition, in the i

th
 stream, the fraction of aircraft that left 

the SEL in the previous sample interval is given by (1- aii). 

The second set of parameters is the flow divergence parameters ɓmn representing the aircraft that switched 
streams within the SEL. Since the aircraft in a stream may stay in it, or switch to any of the other 7 en route 
streams, or land at an airport, for a given SEL there is a matrix of 9×8 = 72 flow divergence parameters. In 
order to satisfy the principle of conservation of aircraft in a surface element, for each stream n, the 
divergence parameters to all the outputs must add up to unity: 
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The dynamics of the air traffic flow in a SEL (Figure 13) can be described using the inertia parameters and 
the divergence parameters, through the principle of conservation of aircraft. For instance, the difference 
equation describing the air traffic flow in the easterly stream in the (i

th
, j

th
) surface element can be derived as: 
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In this equation, x(k) denotes the number of aircraft in the stream at step k, u(k) are the aircraft flow rates 
held back in the stream through flow control actions, y(k) is the air traffic flow rate from the neighboring SEL, 
q

depart
(k) is the air traffic flow rate joining the stream from airports under the SEL and q

exo
(k) is the air traffic 

flow rate entering the airspace. The control variables in this equation are the air traffic flow rates u(k) due to 
metering actions, and the departure traffic flow rates q

depart
(k) from the airports under the SEL. The en route 

equations for a serface element can be written as: 
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Moreover, the landing air traffic flow rate into the airports under the SEL are given by: 
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Multiple surface elements are required to model realistic airspaces. In the present work, the numbering 
convention of the (i

th
, j

th
) surface elements  is that the index j is increasing from left to right, in the easterly 

direction, and i is increasing from bottom to top, in the northerly direction. Air traffic flow models of several 
SELs can be combined to form the overall Eulerian model of the airspace, and can be expressed in a 
compact form as: 

( ) ()() () () ()kqBkqBkBukxkAkx exo

e

depart

d +++=+1  

The departure traffic may be subdivided according to those airports where they will be controlled by a ground 
delay program, and where they will not. It is assumed that external traffic q

exo
(k) cannot be controlled directly. 

If the controlled inputs are combined into a vector v(k), and all other inputs are collected together into a 
disturbance vector w(k), the dynamic equation for the airspace is of the form: 

( ) ()() () ()kwBkvBkxkAkx 211 ++=+  

The state vector x(k) can be initialized using traffic data and then propagated forward in time. These 
equations can be used to facilitate analysis and synthesis of flow control strategies. Typically, not all states 
are of interest for analysis or for flow control. An output equation can be formulated to isolate the variables of 
interest as: 

() ()() ()kvDkxkCky 1+=  

The Eulerian air traffic flow model consists of the time-varying difference equation for the state vector, and 
the time-varying algebraic equation for the output vector. These equations can be formulated for surface 
elements in any desired region of the NAS, and combined together to form a basis for analysis and flow-
control system design. Eulerian models are then derived by examining traffic flows over a specified sample 
time interval into and in between the surface elements. These models are then used for analysis and flow 
control system design. It has been shown that the Eulerian models can be used to carry out a variety of 
analyses on the air traffic flow, such as controllability, reachability and model decentralization. Automatic 
derivation of Eulerian models from air traffic data has also been addressed in the literature. 

An important application of the Eulerian models is in development of quantitative decision support tools for 
air traffic flow control. Recent research has explored the application of the model-predictive control technique 
(MPC) to the air traffic flow control problem. 

3.2.2 Simulation 

FACET (Future Air Traffic Management Concepts Evaluation Tool) (Bilimoria, Sridhar, Chatterji, Sheth, & 
Grabbe, 2000) is a simulation and analysis tool being developed at the NASA Ames Research Center. The 
purpose of FACET is to provide a simulation environment for exploration, development and evaluation of 
advanced air traffic management concepts. Examples of these concepts include new Air Traffic Management 
and new Decision Support Tools for controllers working within operational procedures of the existing air 
traffic control system. FACET models system-wide en route airspace operations over the contiguous United 
States. The architecture of FACET strikes an appropriate balance between flexibility and fidelity. FACET has 
been designed with a modular architecture to facilitate rapid prototyping of diverse Air Traffic Management 
concepts. FACET has prototypes of several advanced Air Traffic Management concepts: airborne self-
separation; a Decision Support Tool for direct routing; advanced Traffic Flow Management techniques 
utilizing dynamic density predictions for airspace redesign and aircraft rerouting; and the integration of space 
launch vehicle operations into the U.S. National Airspace System. 

The airspace model of FACET includes geometric descriptions of Air Route Traffic Control Centers (ARTCCs 
or ñCentersò), their sectors (low, high and super-high), Victor Airways and Jet Routes, as well as the 
locations of airports and fixes (navigation aids and airway intersections). FACET is hierarchically compatible 
with the Center-TRACON Automation System (CTAS) in terms of scope and fidelity. The national-level 
flexible modeling capabilities of FACET will complement the Center-level high-fidelity modeling capabilities of 
CTAS. In addition to exploring future ATM concepts, FACET will also support the future development of 
CTAS by providing a simulation environment for preliminary testing and evaluation of new controller Decision 
Support Tools (DSTs). 

FACET models four-dimensional (4D) aircraft trajectories in the presence of winds using round-earth 
kinematic equations. Aircraft can be flown along flight plan routes or direct (great circle) routes as they climb, 
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cruise and descend according to their individual aircraft-type performance models. Performance parameters 
(e.g., climb/descend rates and speeds, cruise speeds) are obtained from data table lookups. Heading and 
airspeed dynamics are also modeled. FACET can predict the future locations of aircraft; these data can be 
supplied to application modules implementing advanced traffic flow management concepts. It also has 
graphic capabilities for data analysis and visualization. FACET utilizes oblique stereographic projection (and 
its inverse) for displaying airspace features and air traffic movement on a menu-driven Graphical User 
Interface (GUI). It can be operated in real-time, fast-time or slow-time, with various options. Data inputs to 
FACET include an airspace database, a weather database, an aircraft performance database, and air traffic 
(track, flight plan and schedule) data from an appropriate source such as the Enhanced Traffic Management 
System (ETMS). FACETôs Performance Database contains performance models for 66 different aircraft 
types. FACET utilizes weather data generated by the Rapid Update Cycle version 2, available on an hourly 
basis from the National Center for Environmental Prediction. FACET contains a comprehensive Airspace 
Database that represents the geometry and structure of the airspace. 

3.3 Road traffic management 

3.3.1 Modeling 

A macroscopic simulation approach is generally used to capture traffic dynamics of large networks in less 
detail than other models, thus reducing data requirements and providing greater flexibility for calibration of 
the model. However, macroscopic simulation models are low fidelity and often based on the (empirical or 
assumed) deterministic relationships between the traffic entities - for example, network level traffic 
conditions, route choices, roadway environment, hourly traffic flow etc.  

Microscopic modeling is an expression most commonly used to describe agent-based modeling of traffic and 
pedestrians, which is becoming popular in the UK and elsewhere. These models represent the individual 
characteristics of the traffic elements such as driver, vehicle and road network at a high level of detail. 
However, these models are difficult to validate as they require a large amount of detailed measurements. 
There are various types of microscopic traffic simulation models. The EC SMARTEST (Simulation Modelling 
Applied to Road Transport European Scheme Tests) project identified 58 microsimulation models available 
worldwide.  

Mesoscopic models use a mixture of techniques. These models describe some elements of the traffic system 
at a high detail level but represent the behavior and interactions at a relatively lower detail level than 
microscopic traffic simulation models. For example, vehicles and driver behavior may be specified at an 
aggregate level, while system responses may be described in greater detail. In this way, mesoscopic traffic 
simulation combines some of the advantages of macroscopic and microscopic approaches.  

3.3.2 Simulation 

The following review is taken from (Katalysis Ltd.; QinetiQ Ltd.; TRL Ltd., 2008). Typical examples of 
macroscopic traffic models include SATURN, EMME/2, CUBE, VISUM, NETFLO 2 and FREFLO. Some 
examples of mesoscopic models include, CONTRAM, NETFLO 1 and DYNASMART. One of the earliest 
traffic microsimulation programs was TRAFFICQ, developed by Miles Logie (LB Wandsworth and MVA in the 
UK) in about 1980. This represented vehicle behavior in fairly small networks, and was based largely on 
traffic relationships developed at TRRL (now TRL). This gave good indications of traffic congestion, but was 
not supported by graphical outputs and was subsequently superseded by more pictorial methods. Some 
available microsimulation commercial packages are listed in Figure 3.2. There are a number of others that 
could be added to this list, including Vissim and Legion, which are becoming popular in the UK. 

 

Figure 14: Microsimulation models 
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Motorway Online Advisor (MOLA) and Dynamic Plan Generation (DPG) are decision support tools for the 
real-time management of incidents and congestion. TRL has developed these tools for the UK Highways 
Agency (HA) to manage diversion routes on the motorways and major trunk roads in Kent. MOLA uses a 
CONTRAM assignment model with real-time traffic data to provide on-line forecasts of the effects of 
alternative diversion plans on network efficiency, so that it can advise traffic managers on the best measures 
to employ in the event of an incident. The diversion plans are generated using the DPG, which calculates the 
most suitable diversion messages for display on appropriate variable message signs. MOLA can assess the 
safety of routes and guide vehicles to minimize the risk of accidents or injury. Similarly, it can consider 
vehicle exhaust emissions and other factors, thereby optimizing routes for a weighted óbasketô of network 
management policies.  

SISTM (Simulation of Strategies for Traffic on Motorways) is the Highways Agencyôs (HA) microscopic 
simulation model, which has been developed by TRL over a number of years. The software can model the 
propagation of shockwaves in congested conditions on motorways, characterized by stop-start traffic flow 
and will be capable of evaluating which sites for ramp metering will contribute the most to meeting the HAôs 
journey time reliability objective. In addition the model can be used for assessing the benefits of proposals 
for the HAôs Active Traffic Management system, variable speed limits, dedicated lanes, and the improved 
replication of shockwaves will lead to greater confidence in the modelôs results.  

Paramics-S allows modeling traffic at a signalized junction, behaving as traffic would in response to the 
signals, to other traffic and to pedestrians. Signal settings and other network characteristics can be altered 
and the simulation process used to explore results. Vehicle accident scenes and how other traffic might react 
can also be modeled. Many projects using Paramics and other similar models show that fairly wide areas 
can be simulated.  

The US TRANSIMS initiative is worthy of mention as a government sponsored environment in transport 
development. TRANSIMS is an agent-based simulation system capable of simulating the second-by-second 
movements of every person and every vehicle through the transport network of a large metropolitan area. It 
has been developed by researchers at the Los Alamos National Laboratory and is available commercially 
through the IBM TRANSIMS Solution Center. The design for TRANSIMS was based on requirements in the 
Intermodal Surface Transportation Efficiency Act, the Transportation Equity Act for the 21st Century and 
Clean Air Act Amendments. The development of TRANSIMS has been funded by the Federal Highway 
Administration, the Federal Transit Administration and the Office of the Assistant Secretary for 
Transportation Policy of the United States Department of Transportation, and by the Environmental 
Protection Agency.  

It consists of mutually supporting simulations, models, and databases, creating an integrated environment for 
regional transport system analysis. TRANSIMS offers information on:  

¶ Traffic impacts; 

¶ Traffic congestion; 

¶ Land use planning; 

¶ Traffic safety; 

¶ Energy consumption; 

¶ Intelligent vehicle efficiency; 

¶ Emergency evacuation. 

The Motorway Traffic Viewer (MTV) software is used to display the signal data obtained from MIDAS 
(Motorway Incident Detection and Automatic Signalling) loops. The online version of the software, Online 
MTV, receives live traffic (MIDAS) and signals (HALOGEN) data to generate ónear real-timeô (i.e. rolling 
24hrs) MTV plots. The software has been developed to meet current challenges of increasing traffic demand 
and the need to ókeep traffic movingô by examining motorway traffic under different conditions. It is aimed at 
traffic engineers, traffic officers, data supervisors and transport advisors working in the field of motorway 
traffic management and monitoring.  
The PCMOVA (Microprocessor Optimised Vehicle Actuation) is the implementation of MOVA (strategy for 
the control of traffic light signals at isolated junctions - i.e. junctions that are uncoordinated with any 
neighboring signals) within a PC environment that allows connection to microscopic simulation models (e.g. 
VISSIM and S-Paramics). The development of PCMOVA for VISSIM aimed to deliver a tool to allow junctions 
modeled in microscopic simulation to be controlled by MOVA. VISSIM can simulate multi-modal traffic flows, 
including cars, trucks, buses, heavy rail, trams, LRT, bicyclists and pedestrians. PCMOVA allows traffic 
engineers to try MOVA junction control in simulation before the costly process of on-street installation. It also 
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allows the effects of MOVA configuration changes after installation on-street, enabling informed decisions to 
be made about the effectiveness and benefits of an implementation.  
Synthetic Driving SIMulation (SD-SIM) is an agent based microsimulation framework developed as part of 
PhD research at Loughborough University and a Highways Agency funded project. The framework explicitly 
models the individual entities of the traffic system such as drivers, vehicles and road infrastructure as agents. 
It consists of three main components: the Synthetic Traffic Environment (STE) - responsible for creating the 
3D artificial environment for traffic; the Vehicle Dynamics Model (VDM) - realistic vehicle dynamics 
developed for computer gaming and the Intelligent Virtual Driver (IVD) - concerned with perception of the 
driverôs environment (through a SEE model), decision making and action execution. Figure 3.9 shows 
visualization of complex traffic interactions. SD-SIM has a variety of applications that increase the 
understanding of accident causation factors and extends from the reconstruction of specific crash events, to 
the parametric evaluation of vehicle, highway based accident avoidance measures.  

 

Figure 15: PADSIM methodology 

The PADSIM (Probabilistic ADaptive SImulation Model) simulation (Peytchev & Bargiela, 1995) is performed 
by executing sequentially the component tasks of each of the two concurrent loops. The internal structure of 
the simulator is presented in Figure 15. The component tasks have been arranged into two concurrent loops. 
The first loop is concerned with adaptive identification of parameters characterizing traffic flows and the 
second loop is concerned with predictive simulation. The two loops are semi-independent in that they cycle 
with different rates. The communication between the tasks of the two loops is implemented by means of 
shared memory with appropriate access locking mechanism. 
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3.4 Emergency response system 

3.4.1 Modeling 

 

Figure 16: Modeling techniques for the behavior of humans and organizations 

Several modeling techniques, often collectively referred to as social simulation, have successfully been used 
to represent the behavior of humans and organizations. Figure 16 provides a brief overview of a number of 
social simulation techniques. 
Formal representations of disasters (Longo, 2010) are the first steps toward the development of decision 
support tools to be used for estimating the impact of different types of disasters and mitigating their effects 
both in terms of human life loses and damages to various infrastructures. However, an additional aspect to 
be necessarily considered for disasters management and effects mitigation is the correct understanding of 
the interdependency and vulnerabilities to the critical portions of critical infrastructures or operations. The 
correct description of disasters domain in terms of concepts and object and their properties and relations, the 
interdependency among critical infrastructures involved in a disaster, have to be regarded as basis for 
modeling and simulation (M&S) support and planning tools for both training and experimental analysis in 
emergency scenarios.  
Simulation is often used in combination with gaming technology; the integration of simulation and gaming 
can effectively support disasters management. As stated in (Jain & McLean, 2006), one of the major 
challenging problems in the case of integration of simulation and gaming is the effort required for building a 
standard. Figure 17 shows a candidate architecture for disaster management simulation. 

 

Figure 17: Disaster management simulation architecture 
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3.4.2 Simulation 

3.4.2.1 Critical Infrastructure Modeling System 

CIMS (Critical Infrastructure Modelling System) (Dudenhoefer, Permann, & Manic, 2006) was developed to 
examine the interrelationships between infrastructure networks and more specifically, the emergent systems 
behaviors that develop when one or more nodes within the system are perturbed. CIMS and its ongoing 
development are sponsored by the National Security Division at the INL in its ongoing mission for providing 
Critical Infrastructure Protection and Preparedness.  

While many well defined models and simulations exist for infrastructure sectors such as electrical power grid 
models, traffic flow, rail systems, computer networks, etc., very few models exist that seek to tie these 
infrastructures together in a form representative of their actual implementation. Additionally, many of these 
models present a physics/engineering-based approach and are very good at individual sector analysis, but 
they do not necessarily support high level command and control.  

CIMS takes a command-level approach seeking to provide decision makers with sufficient information in 
terms of mission capability without digging into the engineering level. For example, often it is enough for a 
decision maker to understand that electrical power is on or off via the amperage going into a facility. In this 
way, CIMS models and simulates infrastructures and the interdependencies that exist between them at the 
level appropriate to the situation. 

The CIMS architecture uses an agent-based approach to model infrastructure elements, the relations 
between elements, and individual component behavior. The key characteristic of the agent and the 
simulations is that each agent exists as an individual entity which maintains a state, senses input, and 
possesses rules of behavior that act upon the inputs and either modify the state or produce an output.  

Each network within the simulation is modeled as a connected graph, G = (N, E), where N represents the 
nodes within the network and E represents the edges between the nodes. Edges also represent the 
relationship, i.e., interdependencies, between infrastructures. Nodes and edges may be deterministic in 
behavior or they may have stochastic properties. 

The nodes and edges of the infrastructure network are displayed in a 3D visualization as spheres and lines, 
respectively, or as predefined shapes. Colors can be associated with the state of the infrastructure elements 
or any other characteristic. Different infrastructures may be separated vertically in order to visually see the 
interconnections between them; likewise, infrastructure sectors may be further broken out. Visualization is 
further enhanced by the ability to incorporate potentially complex 3D objects. The model can be built upon an 
underlying bitmap, satellite photo, map, or chart. Nodes and edges are geo-referenced by latitude, longitude, 
and altitude or any other 3-dimensional coordinates.  

CIMS is a discrete event simulation and not representative of real time. The visualization is sequenced and 
updated as the simulation runs, to reveal the emergent or cascading system behaviors that develop as a 
result of the interdependencies between nodes. This makes the interrelationships between infrastructure 
networks and their consequences easy to quickly evaluate, facilitating the decision-making process. The 
goal of this simulation is not to produce an ñexactò outcome, but to illustrate possible outcomes to enlighten 
the decision process. The vertical lines indicate the different infrastructure sectors and the horizontal lines 
indicate a dependency between the infrastructures. The buildings can represent the physical entity or the 
capability associated with that building, such as a production process. 

Scenarios can be enacted through two different methods. First, to manipulate individual nodes or edges 
during ñwhat ifò analyses, the user can select specific nodes and edges and modify their state directly, 
removing or restoring capacity and watching the effect migrate through the system. Second, the user can 
develop baseline scripts tying together multiple events and observing the behavior. This can also be 
conducted in conjunction with individual node manipulation.  

Analysis is primarily visual in that consequence and cascading events are visually presented to the user. 
Less mature at this time are state reports and a running history report illustrating initiating events and 
cascading effects. 

Developed with a war gaming approach to modeling and simulation, CIMS possesses the following 
functionality:  

¶ Ability to model and visualize interdependencies; 

¶ Ability to quickly construct infrastructure models using map images, satellite photos, and other 
electronic images; 

¶ Ability to drill down and extract/change properties of individual infrastructure elements; 



 

Simulation framework specification 

 

 

Version Status Date Page 

2.00 Draft 2013-04-30 25 of 55 

 

¶ Ability to tie node behavior directly to live sensor input; 

¶ Ability to link active information to simulated entities (i.e., web page links, text documents, video 
streams, and custom programs); 

¶ Graphical (3D) representation of key infrastructure elements and the associated relationships; 

¶ Ability to visualize bomb blast zones, flooding, and other areas of impact; 

¶ Ability to model moving entities such as planes, traffic, people, etc.; 

CIMS has been applied to evaluate infrastructure at the INL and has been used as a validation tool with 
other infrastructure interdependency modeling projects for the DOE. Currently, CIMS is being evaluated by 
the Louisiana Recovery Authority for applications in Hurricane Katrina and Rita recovery and restoration 
activities. 

3.4.2.2 CAE EM-SIM: Emergency Management Simulation 

Perhaps the greatest challenge facing todayôs emergency managers and response personnel is the ability to 
train effectively. Multi-agency, multi-jurisdictional teams must be prepared to collaborate and respond to any 
variety of threats; however, traditional live exercises are insufficient and costly to exercise multiple agencies 
for multiple scenarios. As an exercise management and training tool, CAE EM-Sim (CAE, 2012) supports the 
training and exercising of multi-jurisdictional response teams at both the first responder and incident 
command level. Using interactive first-person environments integrated with command and control tools, CAE 
EM-Sim provides a realistic immersive environment to train response teams. 

CAE EM-Sim offers a structured approach to planning and analyzing strategies for multi-agency 
collaboration. Our all-agency methodology analyzes the relationships between response organizations from 
the frontline municipal level responders, through provincial and state level agencies, to national and 
international level organizations. 

The CAE EM-Sim environment is developed based on organizational analysis using CAEôs Capability 
Engineering and Design Approach (CEDAÊ), which identifies the agencies that must collaborate; their roles 
within the multi-agency response; their relationships with other agencies within the team; and their internal 
structures, business processes, and systems. From this data, the organizational behaviors of each agency 
are modeled and represented within the virtual environment. This feature allows agencies to test their 
response strategies, as well as train, at any time independent of multi-agency exercises. The virtual units of 
each organization respond according to the business processes and strategies identified.  

Emergency management professionals use the CAE EM-Sim environment to plan and test their strategies 
for any variety of threats. They can conduct capability-level analysis of organizational processes, resource 
management, acquisition decisions, and system interoperability. 

CAE EM-Sim offers a spectrum of threats scenarios for emergency management professionals to plan, test, 
and train their strategies against. Our team uses scientifically validated models to simulate natural disasters, 
such as flood, fire, and earthquake, and human-made threats, such as chemical releases, biological agents, 
radiological sources, nuclear releases, and explosives. In addition, CAE has recently added pandemic 
models and socio-economic effects to its portfolio of threat scenarios. 

3.4.2.3 ADMS: Advanced Disaster Management Simulator 

ADMS, the Advanced Disaster Management Simulator (ETC, 2012), is a virtual reality training platform used 
globally for the planning, rehearsal, assessment and enhancement of emergency response plans. ADMS 
spans the tactical, operational and strategic levels of emergency management and allows for coordinated 
training between local agencies, state offices and regulating authorities. 

ADMS is unique in its capabilities and effectiveness: 

¶ Capable of simulating large scale response situations, as well as smaller incidents 

¶ Unlimited staffed resources can be deployed and managed by a single facilitator 

¶ Photo-realistic graphics and high-fidelity simulation creates the ultimate immersive experience 

¶ Training exercises are interactive, open-ended and unscripted 

¶ Dynamic elements, including traffic, and damage. 

¶ Observation and scoring 

¶ Easily create your own scenarios using the Scenario Generator, or browse for a customized scenario 
in our ADMS-SHARE database maintained by ADMS users worldwide. 
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¶ Accurate execution of commands and responder actions 

From preparation, to response and recovery, through mitigation, ADMS offers a proven solution for training 
all levels of emergency disaster management, including emergency managers, public safety officials, 
incident commanders, crew leaders, first responders, Offices of Emergency Management (OEM) and 
Emergency Operation Centers (EOC). ADMS can create, simulate, and escalate a variety of large scale 
incidents, either natural or manmade, including floods, landslides and mudslides, terrorist attacks, structural 
collapse, WMD and nuclear strikes, wild fires, civil disorder, hazardous material and biological releases and 
severe weather conditions, such as hurricanes or tornados. 

Disasters and emergencies come in many forms, and the power of ADMS lets you develop and customize 
the scenarios needed to meet your training objectives, either as an individual exercise or as a multi-agency 
training collaboration. ADMS offers you realistic 3D training environments, either geo-typical or geo-specific, 
in a high-impact, high-fidelity way, instilling higher reception and retention among the emergency response 
trainees. 
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4 Model abstractions for simulation 

4.1 Introduction 
We consider fully detailed model simulation out of the focus of the DANSE simulation framework, although 
their integration will be supported. Many domain specific advanced simulation frameworks are available off-
the-shelf for system of systems detailed simulations. The purpose of the present section is to describe 
abstract models that can be used for analytical purposes in the scope of systems of systems. We will focus 
on the following abstractions: 

¶ Statistical models: based on measurements, either directly over the system of systems or obtained 
from real or simulated experiments, whenever it is realistic to have access to a statistically relevant 
population of measurements; 

o Traffic flow models: a special case of statistical models; this type of models is especially 
useful to represent city traffic, where large populations of measurements is easily 
accessible; 

¶ Hybrid models: mixing flow models with detailed simulations; this type of models is especially useful 
to represent city traffic, while making accurate detailed analysis of localized phenomena, such as 
congestions occurring at crossroads; 

¶ Steady state models: these models abstract SoS physical dynamics assuming that stability 
controllers are present within the constituent systems to ensure that desired constituent system 
states are stable; an SoS steady state is reached when all constituent systems are at a stable state 
and the SoS is globally stable. 

4.2 Models for traffic and resources 

4.2.1 Flow models 

 

Figure 18: Traffic and resource flow modelling 

Flow models are used to represent traffic and resources. In a network model the flow of data through a 
resource is modeled with the following processes (see Figure 18): 

¶ a(t): the input flow into the component; 

¶ b(t): the maximal output flow from the component, representing the maximal service rate of the 
component; 

¶ c(t): the resource capacity; 

¶ x(t): the resource occupancy level; 

¶ d(t): the output flow from the resource, representing the service rate of the resource; 

¶ y(t): the overflow of the resource, representing the data loss rate; 

¶ R(t): the residual resource process. 
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The processes a(t), b(t) and c(t) characterize the resource, while the remaining processes are derived:  

¶ d(t) = b(t) if a(t) > b(t) or x(t) > 0, d(t) = a(t) otherwise;  

¶ R(t) = c(t) ï x(t) + b(t); 

¶ y(t) = a(t) ï R(t), if a(t) ï R(t) > 0, y(t) = 0 otherwise; 

¶ Continuous time 

o xô(t) = 0 if x(t) = 0 and a(t) ï b(t) < 0 or x(t) = c(t) and a(t) ï b(t) > 0, xô(t) = a(t) ï b(t) 
otherwise; 

¶ Discrete time 

o x(tk+1) = x(tk) if x(tk) = 0 and a(tk) ï b(tk) < 0 or x(tk) = c(tk) and a(tk) ï b(tk) > 0, x(tk+1) = 
min{c(tk), max{0, x(tk) + a(tk) ï b(tk)} otherwise. 

A shared resource with reservations can be modeled with multiple input processes, say ai(t), and with 

additional flows ri(t) such that ä ri(t) = 1 for all t. The derived processes are then defined by: 

¶ d(t) = b(t) if ä [ai(t) ï ri(t)b(t)] > 0 or x(t) > 0, d(t) = ä ai(t) otherwise; 

¶ R(t) = c(t) ï x(t) + b(t); 

¶ y(t) = ä [ai(t) ï ri(t)R(t)], if ä [ai(t) ï ri(t)R(t)] > 0, yi(t) = 0 otherwise; 

¶ Continuous time 

o xô(t) = 0 if x(t) = 0 and ä [ai(t) ï ri(t)b(t)] < 0 or x(t) = c(t) and ä [ai(t) ï ri(t)b(t)] > 0, xô(t) = ä 
[ai(t) ï ri(t)b(t)] otherwise; 

¶ Discrete time 

o x(tk+1) = x(tk) if x(tk) = 0 and ä [ai(tk) ï ri(tk)b(tk)] < 0 or x(tk) = c(tk) and ä [ai(tk) ï ri(tk)b(tk)] > 0, 

x(tk+1) = min{c(tk), max{0, x(tk) + ä [ai(tk) ï ri(tk)b(tk)]}} otherwise. 

The simulation of the processes defined above, where multiple resources can be instantiated and connected, 
so that the output process of a resource becomes the input process of another resource, can be efficiently 
carried out by computing the status of resources and derived processes at specific events: 

¶ Data source process change event: occurs when some data source process changes its data rate; 

¶ Resource overflow: occurs when resource occupancy reaches its full capacity; 

¶ Resource release: occurs when resource becomes empty. 

At the occurrence of each event, the next steady state of the network is computed. 

Flow models are efficient to simulate, because the computational complexity does not increase with 
increasing traffic. Nevertheless, flow models represent average behavior over an interval of time and 
therefore cannot capture certain worst case phenomena connected with resource access conflicts. 

4.2.2 Packet models 

In packet models every packet is tracked individually through the network at any time instant during the 
simulation. Packets are generated into the network from data sources. Detailed model of the network is 
required to precisely compute the position of each packet within the network during the simulation. 

The computational complexity of this type of approach increases rapidly with the size of the network, both in 
time and memory requirements. 

4.2.3 Hybrid models 

Hybrid models combine the efficiency of flow modeling with the accuracy of packet modeling. There are two 
types of hybrid models: 1) network separated models and 2) traffic separated models. 

4.2.3.1 Network separated models 

In network separated models, part of the network is modeled with traffic flows and part with packet-oriented 
traffic. At the boundary of the two types of networks we have converter components: 

¶ Flow/Packets converter: this converter acts as a packet source for the packet-oriented traffic, 
generating packets with statistics that is compatible with its input flow. The converter may export 
parameters to allow for tuning the packet generation statistics (e.g., average rate and variance over 
time window); 
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¶ Packets/Flow converter: this converter collects statistics over packets arriving at its inputs and 
generates a corresponding traffic flow on the outputs (e.g., flow corresponding to average rate over 
time window). 

The two network domains can be concurrently simulated. Synchronization points are determined by the 
converter components based on the size of the chosen time window for the conversion statistics.  

4.2.3.2 Traffic separated models 

In traffic separated models, there is a single network with two types of traffic, termed foreground and 
background traffic. Background traffic is modeled with traffic flow processes, while foreground traffic is 
modeled with packet-oriented traffic. Both types of traffic share the same resources. The two types of traffic 
can be simulated separately and both contribute to the occupancy state of the resources. 

4.2.4 Concluding remarks 

The types of models described above can be applied to other application domains. For example, flow 
models, agent-based models and hybrid approaches have been presented in the literature for modeling city 
and highway traffic (see Section 3.3). We could envision a hybrid modeling approach also for air traffic 
management, where we might combine Lagrangian and Eulerian modeling techniques. Flow modelling is 
very natural in water treatment and supply applications. In emergency response applications traffic models 
can be used to estimate the impact of city traffic on the capability of reaching the emergency location with 
the required resources within the expected time. 

4.3 Steady state models 
Steady state models abstract physical dynamics assuming that stability controllers are present within the 
system under modeling to ensure that desired system states are stable. A stable system state is also called 
a steady state.  

Steady state models can be represented as hybrid systems, where the derivative of continuous time 
variables in each discrete state are zero and can therefore be ignored. Switching from one steady state to 
another depends on the system set point or configuration, which may change over time. 

Steady state models are of interest whenever the system includes relevant controlled physical dynamics, 
such as the physical processes occurring within a water treatment and supply infrastructure, or the 
accelerations and decelerations of a car subjected to automatic cruise control. Steady states correspond to 
the required set points, which the process is driven to by the automatic control, with a certain precision and 
accuracy. Derived physical variables can be computed using detailed simulation of the controlled physical 
process under the various set points.  

 

Figure 19: Supervisory controlled system 

In the scope of systems of system, a constituent system including a controlled physical process, can be 
regarded as a supervisory controlled systems, depicted in Figure 19: the supervisor has the responsibility of 
providing the different set point to the underlying controlled physical process. The supervisor makes choices 
among the available set points based on inputs from a coordination layer that has the responsibility of 
coordinating the constituent system with other constituent systems within the SoS. The supervisor can 
therefore be represented by a steady state model. 



 

Simulation framework specification 

 

 

Version Status Date Page 

2.00 Draft 2013-04-30 30 of 55 

 

 

Figure 20: SoS distributed architecture 

The different constituent systems, regarded as supervisory controlled systems, can be composed under 
different architectures. The two extremes are represented by the fully distributed architecture, depicted in 
Figure 20, and the fully hierarchical architecture, depicted in Figure 21. 

 

Figure 21: SoS hierarchical architecture 

To be more precise, we introduce the following definitions: 

Å Definition 1: Supervisory controlled system (SCS); 

Å A system comprising the following components: 

Å Process, Controller, Sensors, Supervisor and Coordinator; 

Å One or more of these components may be trivial; 

Å Definition 2: Supervisory controlled system interface; 

Å The collection of logical and physical input/outputs that the SCS uses to interact with its 
environment; 

Å Definition 3: Systemôs steady state; 

Å Coordinatorôs state is stable; 


















































